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Xalqaro miqyosidagi ilmiy-texnik anjuman materiallarida zamonaviy 

kompyuter ilmlari va muhandislik texnologiyalari sohasidagi innovatsion tadqiqotlar 
aks etgan.   

Globallashuv sharoitida davlatimizni yanada barqaror va jadal sur’atlar bilan 
rivojlantirish boʻyicha amalga oshirilayotgan islohotlar samarasini yaxshilash 
sohasidagi ilmiy-tadqiqot ishlariga alohida e’tibor qaratilgan. Zero iqtisodiyotning, 
ijtimoiy sohalarni qamrab olgan modernizatsiya jarayonlari, hayotning barcha 
sohalarini liberallashtirishni talab qilmoqda. 

Ushbu ilmiy ma’ruza tezislari toʻplamida mamlakatimiz va xorijlik turli 
yoʻnalishlarda faoliyat olib borayotgan mutaxassislar, olimlar, professor-oʻqituvchilar, 
ilmiy tadqiqot institutlari va markazlarining ilmiy xodimlari, tadqiqotchilari, magistr 
va talabalarning ilmiy-tadqiqot ishlari natijalari mujassamlashgan. 
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Mazkur toʻplamga kiritilgan ma’ruza tezislarining mazmuni, undagi statistik 
ma’lumotlar va me’yoriy hujjatlarning toʻgʻriligi hamda tanqidiy fikr-mulohazalar, 
keltirilgan takliflarga mualliflarning oʻzlari mas’uldirlar. 
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AI qanday ishlashi va uning turli xil foydalanish holatlari va ilovalari bilan 

tanishishdan oldin, keling, sun'iy intellekt atamalari va tushunchalarini qayta ko‘rib 
chiqamiz va sun'iy intellekt, mashinani o‘rganish, chuqur o‘rganish va neyron 
tarmoqlar tushunchalarini ajratamiz. 

 

 
 
Bu atamalar ba’zan bir-birining o‘rnida ishlatiladi, lekin ular bir xil narsani 

anglatmaydi. 
Sun'iy intellekt - bu aqlli xatti-harakatlarni simulyatsiya qilish bilan 

shug'ullanadigan kompyuter fanining bir bo‘limi. 
AI tizimlari odatda rejalashtirish, o‘rganish, fikrlash, muammolarni hal qilish, 

bilimlarni namoyish qilish, idrok etish, harakat va manipulyatsiya kabi inson aql-
zakovati bilan bog'liq xatti-harakatlarni va kamroq darajada ijtimoiy intellekt va 
ijodkorlikni namoyish etadi. 
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Mashinani o‘rganish - bu aniq dasturlashtirilmagan holda ma'lumotlarni tahlil 
qilish va o‘rgangan narsalari asosida aqlli qarorlar qabul qilish uchun kompyuter 
algoritmlaridan foydalanadigan AIning kichik to‘plami. 

Mashinani o‘rganish algoritmlari katta ma'lumotlar to‘plamlarida o‘qitiladi va 
misollardan o‘rganiladi. 

Ular qoidaga asoslangan algoritmlarga amal qilmaydi. 
Mashinani o‘rganish - bu mashinalarga muammolarni mustaqil ravishda hal 

qilish va taqdim etilgan ma'lumotlardan foydalangan holda aniq bashorat qilish 
imkonini beradigan narsa. 

Chuqur o‘rganish - bu inson qarorlarini taqlid qilish uchun ko‘p qatlamli neyron 
tarmoqlardan foydalanadigan mashinani o‘rganishning ixtisoslashgan tarmog'i. 

Chuqur o‘rganish algoritmlari ma'lumotni belgilashi va tasniflashi va naqshlarni 
aniqlashi mumkin. 

Bu sun'iy intellekt tizimlariga doimiy ravishda ishlash jarayonida o‘rganish va 
qabul qilingan qarorlarning to‘g'riligini aniqlagan holda natijalari sifati va aniqligini 
oshirish imkonini beradi. 

Sun'iy neyron tarmoqlar g'oyasi biologik neyron tarmoqlarga asoslangan, garchi 
ular juda boshqacha ishlaydi. 

 

 
 

Sun'iy intellektdagi neyron tarmoq - bu neyronlar deb ataladigan kichik 
hisoblash birliklari to‘plami bo‘lib, ular ma'lumotni qabul qiladi va vaqt o‘tishi bilan 
qaror qabul qilishni o‘rganadi. 

Neyron tarmoqlar ko‘pincha ko‘p qatlamli bo‘lib, boshqa mashinani o‘rganish 
algoritmlaridan farqli o‘laroq, ma'lumotlar to‘plami hajmi oshgani sayin samaraliroq 
bo‘ladi. 

Keling, tushunish uchun muhim bo‘lgan yana bir muhim farqni ko‘rib chiqaylik 
va bu sun'iy intellekt va ma'lumotlar fanining farqidir. 

Ma'lumotlar fani - bu katta hajmdagi heterojen ma'lumotlardan bilim va 
tushunchalarni olish jarayoni va usuli. Bu matematika, statistik tahlil, ma'lumotlarni 
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vizualizatsiya qilish, mashinani o‘rganish va boshqalarni o‘z ichiga olgan fanlararo 
sohadir. 

Bu bizga ma'lumotni qayta ishlash, naqshlarni ko‘rish, katta hajmdagi 
ma'lumotlarni tushunish va qaror qabul qilish uchun ma'lumotlardan foydalanish 
imkonini beradi. 
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Abstract: This research paper investigates the hydrodynamic processes of in-
situ leaching, with a focus on the acid-based extraction of valuable metals from ore 
deposits. A mathematical model, grounded in filtration-convection and diffusion 
principles relevant to underground leaching, has been formulated to facilitate a 
thorough understanding, monitoring, and prediction of system dynamics. The model 
accounts for the influence of hydrodynamic parameters, including the filtration 


