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Xalqaro miqyosidagi ilmiy-texnik anjuman materiallarida zamonaviy 

kompyuter ilmlari va muhandislik texnologiyalari sohasidagi innovatsion tadqiqotlar 
aks etgan.   

Globallashuv sharoitida davlatimizni yanada barqaror va jadal sur’atlar bilan 
rivojlantirish boʻyicha amalga oshirilayotgan islohotlar samarasini yaxshilash 
sohasidagi ilmiy-tadqiqot ishlariga alohida e’tibor qaratilgan. Zero iqtisodiyotning, 
ijtimoiy sohalarni qamrab olgan modernizatsiya jarayonlari, hayotning barcha 
sohalarini liberallashtirishni talab qilmoqda. 

Ushbu ilmiy ma’ruza tezislari toʻplamida mamlakatimiz va xorijlik turli 
yoʻnalishlarda faoliyat olib borayotgan mutaxassislar, olimlar, professor-oʻqituvchilar, 
ilmiy tadqiqot institutlari va markazlarining ilmiy xodimlari, tadqiqotchilari, magistr 
va talabalarning ilmiy-tadqiqot ishlari natijalari mujassamlashgan. 

 
 
Mas’ul muharrirlar: DSc.prof. Turakulov O.X., t.f.n., dots. Baboyev A.M.  
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А.М., t.f.f.d.(PhD), prof. Abduraxmanov R.A., p.f.f.d.(PhD) Eshankulov B.S., p.f.n., 
dots. Alimov N.N., p.f.f.d.(PhD), dots. Alibayev S.X., т.f.f.d.(PhD), dots. 
Аbdumalikov A.А, p.f.f.d.(PhD) Hafizov E.A., f.f.f.d.(PhD), dots. Sindorov L.K., 
t.f.f.d.(PhD), dots. Nasirov B.U., b.f.f.d. (PhD) Oʻralov A.I., p.f.n., dots. Aliqulov S.T., 
t.f.f.d.(PhD) Kuvandikov J.T., i.f.n., dots. Tsoy M.P., Sharipova S.F., Joʻrayev M.M. 

 

 

Mazkur toʻplamga kiritilgan ma’ruza tezislarining mazmuni, undagi statistik 
ma’lumotlar va me’yoriy hujjatlarning toʻgʻriligi hamda tanqidiy fikr-mulohazalar, 
keltirilgan takliflarga mualliflarning oʻzlari mas’uldirlar. 
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 comet3(x,y,z,p)- avvalgi komandaga о‘xshash, faqat kometa izining uzunligini 
ham kо‘rsatish mumkin. Kometaning izi p*length(y) kо‘rinishida beriladi (length(y)-y 
vektorning о‘lchami, p<1, sukut bо‘yicha p=0,1). 

Umuman olganda MATLAB matematikaning rivojlanishi davomida tо‘plangan 
matematik hisoblashlar bо‘yicha tajribani о‘zida mujassamlashtirgan va uni grafik 
vizuallash va animasiya vositalari bilan uyg’unlashtirilgan. 
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USE DIAGONALIZATION TO RAISE O MATRIX TO A HIGH POWER 
 

Meliyeva M., Ergashev F. 
Students of Jizzakh branch of National university of Uzbekistan 

 
Abstract. This thesis discusses the method of using diagonalization to raise a 

matrix to a high power. Diagonalization provides an efficient way to simplify complex 
computations, especially for large matrices. The process of powering a diagonal matrix 
and reconstructing the original matrix is explained. Practical examples are presented to 
demonstrate the advantages of the method. 

Keywords. Matrix, diagonalization, eigenvalues, eigenvectors, matrix power, 
linear algebra. 

 
Suppose we have a matrix and we want to find  𝐴ହ଴. One could try to 

multiply 𝐴 with itself 50 times, but this is a lot of work (try it!). However,  
diagonalization allows us to compute high powers of a matrix relatively easily. 
Suppose 𝐴 is diagonalizable, so that 𝑃ିଵ𝐴𝑃 = 𝐷. We can rearrange this equation to 
write 𝐴 = 𝑃𝐷𝑃ିଵ.Now, consider 𝐴ଶ . Since 𝐴 = 𝑃𝐷𝑃ିଵ, it follows that 

𝐴ଶ = (𝑃𝐷𝑃ିଵ)ଶ = 𝑃𝐷𝑃ିଵ𝑃𝐷𝑃ିଵ = 𝑃𝐷ଶ𝑃ିଵ. 
Similarly, 

𝐴ଷ = (𝑃𝐷𝑃ିଵ )ଷ = 𝑃𝐷𝑃ିଵ𝑃𝐷𝑃ିଵ = 𝑃𝐷ଶ𝑃ିଵ 
 In general,  

𝑨𝒏 = (𝑷𝑫𝑷ି𝟏)𝒏 = 𝑷𝑫𝒏𝑷ି𝟏 
𝑇ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒, 𝑤𝑒 ℎ𝑎𝑣𝑒 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑡𝑜 𝑓𝑖𝑛𝑑𝑖𝑛𝑔 𝐷௡. 𝐵𝑢𝑡 𝑎𝑠 𝑤𝑒 𝑠𝑎𝑤 𝑖𝑛 𝐸𝑥𝑎𝑚𝑝𝑙𝑒 8.19
wers of matrices.  

Example 1: Raising a matrix to a high power  
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Let 𝐴 = ൭
2 1 0
0 1 0

−1 −1 1
൱     . 𝐹𝑖𝑛𝑑 𝐴ହ଴. 

Solution. First,we will diagonalize 𝐴.Following the usual steps, we find that the 
eigenvalues are 𝜆 = 1 and 𝛼 = 2. The basic eigenvectors corresponding to 𝜆 = 1 are 

𝑣ଵ=൬
଴
଴
଴
൰      and    𝑣ଶ=൬

ିଵ
ଵ
଴

൰. 

and the basic eigenvector corresponding to λ=2 is 

𝑣ଷ = ൬
ିଵ
଴
ଵ

൰. 

 Now we construct 𝑃 by using the basic eigenvectors of 𝐴 as the columns of 𝑃 . 
Thus 

𝑃 = ൥
1 1 1
0 4 0

−1 −1 0
൩ 

Then 

𝑃ିଵ𝐴𝑃 = ൥
1 1 1
0 1 0

−1 −1 0
൩ ൥

2 1 0
0 1 0

−1 −1 1
൩ ൥

0 −1 −1
0 1 0
1 0 1

൩=൥
1 0 0
0 1 0
0 0 2

൩=𝐷. 

 Now follows by rearranging the equation that 𝐴 = 𝑃𝐷𝑃ିଵ. And therefore,as 
noted above. 
𝐴ହ଴ = 𝑃𝐷ହ଴𝑃ିଵ =

൥
0 −1 −1
0 1 0
1 0 1

൩ ൥
1ହ଴ 0 0
0 1ହ଴ 0
0 0 2ହ଴

൩ ൥
1 1 1
0 1 0

−1 −1 0
൩=൥

2ହ଴ −1 + 2ହ଴ 0
0 1 0

1 − 2ହ଴ 1 − 2ହ଴ 1

൩ 

 Thus,trough diagonalization, we have efficiently computed a high power of A. 
The following example shows that we can also use the same technique for finding a 
square root of a matrix. 

𝐿𝑒𝑡 𝐴 = ൥
1 3 3

−1 5 3
1 −1 1

൩.𝐹𝑖𝑛𝑑 𝑎 𝑠𝑞𝑢𝑎𝑟𝑒 𝑟𝑜𝑜𝑡 𝑜𝑓 𝑎 𝑚𝑎𝑡𝑟𝑖𝑥 𝐵. 

 Solution.We first diagonalize A. The charactirestic polynomial is 

൥
1 − 𝜆 3 3

−1 5 − 𝜆 3
1 −1 1 − 𝜆

൩=−𝜆ଷ + 7𝜆ଶ − 14𝜆 + 8 

 With roots λ=1,λ=2 and λ=4.The corresponding eigenvectors are 

𝑣ଵ = ൬
ଵ
ଵ

ିଵ
൰  𝑣ଶ = ൬

଴
ଵ

ିଵ
൰     and  𝑣ଷ = ൬

ଵ
ଵ
଴
൰ 

respectively. Therefore we have 𝑃ିଵ𝐴𝑃 = 𝐷 where 

𝑃 = ൥
1 0 1
1 1 1

−1 −1 0
൩.    𝑃ିଵ ൥

1 −1 −1
−1 1 0
0 1 1

൩ .   𝑎𝑛𝑑   𝐷 = ൥
1 0 0
0 1 0

−1 −1 0
൩ 

 Eigenvalues , eigenvectors and diagonalization 
 We can equivalently write 𝐴 = 𝑃𝐷𝑃ିଵ. Finding a square root of a diagonal 
matrix is easy: 
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𝐷
ଵ
ଶ = ൥

1 0 0
0 √2 0
0 0 2

൩ 

 If we now define 𝐵 = 𝑃𝐷଴.ହ𝑃ିଵ  we clearly have  𝐵ଶ = 𝑃𝐷଴.ହ𝑃ିଵ𝑃𝐷଴.ହ𝑃ିଵ =
𝑃𝐷𝑃ିଵ = 𝐴 
So the desired square root of 𝐴  is 
𝐵 = 𝑃𝐷଴.ହ𝑃ିଵ =

൥
1 0 1
1 1 1

−1 −1 0
൩ ൥

1 0 0
0 √2 0
0 0 2

൩ ൥
1 −1 −1

−1 1 0
0 1 1

൩=൥
1 1 1

1 − √2 1 + √2 1

−1 + √21 1 − √2 1

൩ 

 
 Finally we verify that we have compated   𝐵   correctly by squaring it and 
double-checking that we really get 𝐴. 

𝐵ଶ = ൥
1 1 1

1 − √2 1 + √2 1

−1 + √2 1 − √2 1

൩ ൥
1 1 1

1 − √2 1 + √2 1

−1 + √2 1 − √2 1

൩=൥
1 3 3

−1 5 3
1 −1 1

൩=𝐴 

  
 We not that the square root of a matrix is not unique .In fact D has 8 different 
square roots ,all of the form 

቎

±1 0 0

0 ±√2 0

0 0 ±√2

቏. 

 
 It follows that A has 8 different square roots as well. We leave it as an exercise 
to compute them all. 
 The same method can also be used to compute other powers of a matrix, for 
example a cube root. 
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